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EDITOR’S 
NOTE 

On	behalf	of	the	Editorial	Board	of	IEEE		CTSoc	
News	on	Consumer	Technology	(NCT)	and	my	co-
editors,	Yafei		Hou,		Luca		Romeo		and		Pham	The	

Bao,	I	am	delighted	to	announce	the	publication	of	
the	 inaugural	 issue	of	 the	News	on	Consumer	
Technology	 (NCT).	

	
This	inaugural	 issue	owes	much	to	many	people.	
First,	thanks	are	due	to	the	Publications	Board,	
where	this	idea	originated,	for	supporting	it	so	
wholeheartedly,	and	particularly	to	Wen-Chung	

Kao,	the	current	chair	of		the		Publications	 Board,	
for	his	unfailing	support.	Thanks		are		also		due		to	
the	IEEE		CTSoc		leadership		team		for		providing	
much	 aid-in-kind	 to	 its	 publication.	

	

NCT	is	an	informational	resource	that	brings	
diverse		perspective		and		thought		leadership	
among		members		of		IEEE		CTSoc’s		broad	
technology	community,	spanning		industry,	

academia	and	government.	 This	inaugural	issue	
starts	with	a	cover	story	which	presents	a	WiFi-	
based	fall	detection		system		published		in		the	
CTSoc’s	iconic	journal,	IEEE	Transactions	 on	
Consumer	Electronics,	as	a	demonstration	of	
innovative	consumer	technology	in	smart	home	
applications.	 Next,	an	interview	with	Dr.	Flavio	
Tonetto,			the			founder			of			Sinergia			Consulenze	

SRL,		Italy,		presents		his		vision		of		the		impact		of	
XR	technology	on	the	consumer	electronic	and	
Society	5.0	scenario.	This		inaugural		issue		ends	
with	a	featured	article	brought	by		Dr.		Yong		Rui,	
the	Chief	Technology	Officer	and	Senior	Vice	
President	of	Lenovo		Group,		and		his		team,	
discussing	on	 the	evolution	of	customer	service	
chatbots.	

 

Happy	reading!	 	

Wen-Huang	Cheng	
Editor-in-Chief	
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Falls	among	the	elderly	living	on	their	own		are		the	
leading	cause	of	fatal	injuries	in	the		modern		society.	
Falls	not	only		bring		a		main		threat		to		the		elderly’s	
health,		but		also		account		for		a		large		part		of		medical	
cost.	Fall	detection	system		(FDS)		that		alerts		caregiver	
or	family	members	can	potentially	save	lives	of	the	
elderly.	This	article	facilitates		a		passive		device-free	
FDS	by	utilizing	WiFi	framework	of	smart	home.	

The	WiFi	devices	automatically	collect	disturbance	
signal		induced		by		human		motions		from		smart		home	
and	transmit	the	data	to	a	data		analysis		platform.		For	
data	processing,	a	discrete	wavelet	transform	(DWT)	
method	 is		utilized		 to		eliminate		 the		random		noise		and	
a	recurrent	neural	network	(RNN)	model	is		further	
utilized		to		classify		human			motions			in			terms			of			the	

fall			status			identification.		Moreover,			The			analysed	
data	is	able	to	be	uploaded	to	the		proxy		server		from	
which		the		client		application		obtains		the	
corresponding	fall	information	by	leveraging	web	
application	 programming	 interface	 (API).
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INTERVIEW WITH PHD 
FLAVIO TONETTO ED I T OR : L U C A R OM EO 

 
 
 
 

 
 

Short-bio	
	

Flavio	Tonetto	graduated	in	Physics	at	the	
University	of	Trieste	in	May		1996		and	

obtained		a		Ph.D.		in		Physics		at		the	
University	of	Trieste	in	January	2001.	He	
completed	his	training	with		an		Executive	
MBA	at	the	Bologna		Business		School		(BBS)	
in	2010.	He	began		his		experience		in		the	
world		of		consulting		in		Milan		as		an	
Accenture	employee	(formerly	Andersen	
Consulting)	in	1999,	where	he	gained	

significant	experience	in		planning		and	
control		 in		Coca-Cola		and		in		the		design		of	
IT	systems	in	Sanpellegrino-Nestlè.	He	
founded		Sinergia		Consulenze			SRL			on	
January	10,	2005	together	with	the	current	
partner	Massimiliano	 Londei.	

How	long	have	you	been	in	the	world	
of	consulting	and	what	skills	did	you	
learn?	
	

I	began		working		as		consultant		in		1999.	
Those	were		the		years		in		which	
technological	acceleration	was	becoming	
evident.	The	large	consulting	firms	were	
therefore	looking	for	young		people		with	

strong	ability	to	learn	quickly	rather	than	
specific	technical	skills.	Skills		that		I		had	
honed	thanks	to	my	studies	in	physics	and	
that	brought		me		closer		to		the		business	
world:	implement	a	BPI	(business	process	
improvement)	project	is	simply	a	
combination	of	organization	and	
technology,	 sometimes	 innovation.	
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What	inspired	you	to	found	
Sinergia	Consulenze	SRL	and	
how	 long	 have	 you	 been	 doing	
so?	

There	were	2	important	elements		that		led	
me		to		the		creation		of		Sinergia.		The		first	
one	was	the	desire	for	freedom.	In	a	large	
consulting	firm,	you	are		continuously	
fighting	both	for	professional	 choices	and	
personal	life,	and		this		is		a		waste		of		time.	
The	second	one	was	the	desire	to	make	
something	of	my	own		that		could		survive	
after	me.	

	
To	achieve	this	goal,	it	is	necessary		to	

bring	 together	different	 skills,	which	 is	
exactly	 “Sinergia”.	

	
With		the		advent		of		Industry		4.0,		the		need	
to	increase	skills	became	more	and	more	
important.		This		led		me		to		build	
partnerships	with	universities	and	research	
teams:	after		20		years		from		my		Ph.D.,		I	
started	 again	 to	 work	 on	 R&D	 projects.	

	
What	projects	 do	 you	work	 in	
Sinergia	 in	 collaboration	with	
Università	Politecnica	delle	
Marche?	

The	 research	 team	of	UNIVPM		 involved		 in	
our	R&D	is	the	VRAI	Vision,	Robotics	and	
Artificial			Intelligence		research			group,	

hosted	in	the	Department	of	Information	
Engineering.	My	vision	is	that	AI	can		boost	
BPI	projects	in	all	vertical	industries	and	
especially	for	SME	leading	to	better	
performances	 and	 flexibility.	

	
The	most	significant	 examples	range	from	
predictive	maintenance	 to	metric	and	not	

metric	quality	detection,	to	decision	
support	 systems	 through	 AI.	

Our	last		project		is		DeepReality,		funded	
from	 the	 European	 Union’s	 Horizon	 2020	
research		and		innovation		programme	
through	 the	 XR4ALL	 project.	

	
What	 is	your	 proposed	 new	XR	
solution?	

	
DeepReality	is	addressed	to	junior	and	
experienced	 developers		aimed		to		develop	
XR	applications	using	Unity.	The	proposed	
solution	involves	the	creation	of	a	unity	
package,	which	will	install	an	additional	
component		for			the			development		platform.	
It	will	contain	the	basic	structure	of	an	XR	

application	that		can		be		used		on		both	
Android	and	iOS	smartphones	and	with	
adaptations	also	on	generic	end	users.	This	
component		will		allow		developers		to		speed	
up	the	development	of	XR	applications		in	
two	different	ways:	 firstly,	using	 the	neural	
networks		directly		in			the			final			application	
to	obtain	dynamic		content		within		 the		same	

at	runtime;	secondly		using		the		neural	
networks		within		unity		 to		 create		 content		 in	
a	faster	and	simpler	way	for	developers	in	
order	to	allow	to	increase	the	range	of	XR	
applications	 available.	

	
What	are	you	working	on	 this	
project	now?	

	
We	are	testing	the	responsiveness	of	
Barracuda	(a	neural	network	inference	
library),		AR		Foundation		(a		package		that	
acts	as	an	interface	between	Unity	and	
platform-specific	AR	libraries)		with	
different	YOLO	algorithms.	 YOLO	(an	

abbreviation	 for	the	term	‘You	Only	Look	
Once’)	use	convolutional	 neural	networks	
(CNN)	to	detect	objects	in	real-time.	The	
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challenge	is	to	provide	a	reliable	and	stable	
solution	to	execute	both	Barracuda	and	AR	

Foundation	in	parallel	with	acceptable	
performances			on			different			iOS			and	
Android	 devices.	

	
How	has	the	pandemic	
impacted	 the	 evolution	 of	 this	
project?	

The	pandemic	had	no	effect	on		operations:	
we	were	already	used	to	virtual	meetings.	
However,	our	commitment	has	strongly	
increased,		because		we		were,		and		we		are,	

sure	that	the	spread	of	AR/VR	solutions	is	
accelerating.	

	
In	 your	 opinion,	 how	 do	 you	
think	it	will	take	for	the	
integration	of	your	solution	
both	in	the	consumer	
electronic	and	Industry	4.0	
scenario?	

Consumer		electronic		is			actually			ready			for	

the	integration	of	our	solution	on	high	
performance	devices.	It	means	that	in	12-18	
months	it	will	be	available	also	on	mid	
performance		devices.			For			industry			there	
are		other		challenges:		starting		from	
egocentric	vision	to	wearable	solutions	for	
augmented	operators.	I'm	sure	we	will		soon	

see	 some	 interesting	 hardware	 solutions	
for	 our	 applications.	

What	is	the	best	tip	you	have	
ever	 received	 or	would	 give	 to	
a	student	who	is	approaching	
this	 Industry	 4.0	 revolution?	

	
If	you	do	not	like	studying,	forget		it.		But		if	

you	always		like		to		learn		new		things,		it		will	
be	 the		most		fun		experience		of		your		job!	
And		if		you		have		fun,		you		will		be		success.	
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C H AT B OT : " H OW M AY I H EL 
P Y OU ? " 

 
U S ER : " I ’ D L I KE T O R EQU ES T A 
WAR R AN T Y S ER VI C E F OR M 
Y L AP T OP . " 

Chatbots,	a	type	of	Artificial	Intelligence	
system		that		enabled		dialog			with			humans,	
are	becoming	increasingly	popular	as	a	
solution	to	many	problems	in	the	service	
industries			to			help			schedule			meetings,	

online	shopping,	restaurant	reservations,	
customer	 care	 and	 so			on.			In			2019,	
Facebook	 announced	 that	 there	 were	
300,000	chatbots	available	on	Facebook	
Messenger.			The			chatbots			can			not			only	
offer	 24/7	 service	 and			instant			responses,	
but	also	reduce	operational	 costs.	It	is	
predicted	that	around	80	percent	of	
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queries		will		be		dealt		with		by		chatbots	
within	the	next	five	years,	resulting	in	cost	

savings	of	$0.70	per	interaction	[1].	By	
assisting	users	in	solving		problems		that	
require	multi-step	solutions	or		by		acting		as	
an	assistant	and	support	in	a	specific	task,	
chatbots	are	changing	the	patterns	of	
interaction		between			humans			and	
computers.	Nevertheless,	 the	extension	of	
chatbots	to	more	domains	has	led	to	more	

complex	designs		and		architectures.	 And		so,	
it		has		led		to		more		industrial-level	
solutions.	

	
How	Did	I	Help	You:	The	
Evolution	of	Chatbot	Design	

	
The	Turing	Test	inspired	humans	to	
communicate	with	computers	in	human	
language.	In	1966,		Joseph		Weizenbaum		at	
MIT	created		the		first		chatbot,		ELIZA[2],	
which	could		make		multiple		social	
interactions	with	humans	by	identifying	
keywords		and		generating		responses	

according		to		a		set		of		pre-programmed	
rules.		Although		ELIZA		did		not			understand	
the		meaning		of		the		sentences		–the	
semantics,	nor	the	grammatical	 structure	–	
the	syntax,	it	gave	the	illusion	of	
understanding	 both	 of	 them.	

	
Since	ELIZA,	progress	has	been		made		in	
chatbot	design.	For	example,	the	Artificial	
Linguistic	Internet	Computer		Entity	
(A.L.I.C.E.),	which	was	developed	in	1995,	
utilized		“category”		as		a		unit		of		knowledge	

and	generated	corresponding	 responses	[3].	
In		the		late		1970s,		LUNAR		was		able		to	
answer	queries	about	different	attributes	of	
the		rocks		taken		from		the		Moon		by		the	
Apollo		11		mission[4].	This		system		was		able	
to		process		both		the		syntax		and		the	
semantics	of	a	user’s	query,	to	try		to	

understand	 the	 information	 the	 user	 was	

requesting,	 and	 to	 look	 in	 its	 database	 for	
the	 correct	 answer.	

	
The			first			task-oriented		chatbot,			named	
GUS,	a		contemporary		of		LUNAR,		was	
released	in	1977.	GUS	(Genial	Understander	

System	[5])	was	a	travel	agent		with		which	
users	could	book	air	flights.	GUS	had	a	
“reasoner”	component	that	captures	users’	
intentions.	 The	“reasoner”	component	is	

an	early	prototype	of	the	most	popular	rule-
based	method	in	constructing	task-	oriented		
chatbots		in			industrial			scenarios.	The		rule-
based		chatbot			design			predefines	the	
structure	of		a		dialog		state		as		a		set		of	slots	to	

be	filled	during	a	conversation	and	generates	
responses	based	on	some	hand-	crafted		rules.		
A		dialogue			manager			records	all	the	dialogue	
status	and	controls		the	dialogue		process.			For			
example,			in			a	meeting	booking	chatbot,	 a		
slot		 can		consist	of		the		reserved		date,		
number		of	participants,	or		the		location		of		
meeting	room,	while	the	rules	can	involve	

asking	questions	until	all	the	slots	are	filled	and	
generating		responses			based			on			the	
template.		However,			such			kind			of			rule-	
based	chatbots		are		limited		to		specific	
domains	as	manually	constructing	and	
updating	rules	for		complex		systems		are	
usually	 laborious.	

	
In	the	new	century,	intelligent	assistants	
incorporated	with	smart	devices	–	such	as	
Apple’s	Siri	 (2011),	 Amazon’s	 Alexa	 (2013),	
and	Microsoft’s	Cortana	(2014)		–		boost		a	
new	wave	of	research		on		applying		chatbots	
in		the			customer			service			domain.			The	

typical	retrieval-based	chatbots	select	
responses		that		best		match		users’		requests	
by	searching		pre-constructed	
conversational	repositories.	Specifically,	a	
chatbot	analyzes	the		user		input		word		by	
word,	 then	 matches	 the	 most	 relevant	
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Figure		1.		The		key		technical		components		of		chatbot		construction.	

	
	
	

responses	with	the	query	or	provides	
responses	to	the	most	similar	query.	The	
intelligent	assistants	provide	advanced	
“information	retrieval”	processes,	 in	which	
responses	are	generated	based		on	
information	constructed	from	search	
engines.	

	
Another			chatbot			design			method			adopted	
the	generation-based	approach,	which	can	
generate	a		new		response		word		by		word	
based	on	the	input	request	[6].	New	
generation-based		 chatbots		 include	
MILABOT		[7]		and		UniOntBot		[8].		Although	
the	generation-based	chatbots	can	break	
through	the	limitations	of	corpus,	the	

generated	responses	are	likely	to	have	
grammar	issues	or	contain	limited	useful	
information.	Thus,	generation-based	
chatbots	are	still	in	the	laboratory	
demonstration	phase.	

	
In	summary,	chatbots	have	gone	through	rule-
based		design,		retrieval-based		design	and	is	
setting	to	embrace	a	new	era	of	real	human-
computer	conversations	based	on	natural-
language	generation.	New	generation	of	

customer	service	chatbots	in	commercial	use	-	
Microsoft	XiaoIce	(2017),	Lenovo		Moli		(2017),			
etc.,			have			shown	mighty			strength				in				
offering	companionship,			providing			
technical	support,	 answering	 repeated	
questions,	 and	serving	other	customer	service	
scenarios.	

How	 Can	 I	 Help	 You	 Better:	
Chatbot	Optimization	in	
Intelligence,	Emotion,	and	
Collaboration	 with	 Humans	

	
As	customer	service	chatbots	 is	becoming	
more	 and	more	 common	 in	 everyday	 life,	
users	are	expecting	it	to	provide	natural	
human-machine		interaction.		The	
responses	generated	by	the	chatbot	are	
expected	to	be	not		only		appropriate		(e.g.	

the		same		topic;			making			sense),			helpful	
(e.g.,	containing	useful	and	concrete	
information),	but	even	tone-aware	(e.g.	
conveying	feelings		like		empathy		and	passion)	
and	good-mannered	(e.g.	conforming	to	
social	norms).	However,	according	to	many	
research	studies,	“expectations	of	the	users	

were	not	met.”	Numerous		studies		have		
provided	potentially	 useful	solutions	to	
meet	users’	expectations.	Here,	we	will	
discuss	three	directions	to	optimize	
customer-service	chatbot	 design:	
intelligence,	emotion,	 and	collaboration	
with	 humans.	

	
Enhancing	The	Intelligence	Of	
Chatbot	By	Knowledge	Graph	

	
Chatbots		are		expected		to		have		higher	
search	efficiency	and	to		provide	
personalized	 services.	 In	natural	 language	
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Figure		2.		An		industrial		use		case		of		knowledge		graph		construction.	
	
	
	

processing,		it	 is	 complicated		but	 important	
to	 help			computers			learn			how			to			understand	
a	 person’s	 common			sense			and			generate	

results	accordingly.	 Knowledge		graph,	
depicting			both			nature			and			human			society,	
can	 help	 a	 chatbot			to			memorize,			associate	
and	make	inferences.	The	mission	of	a	
knowledge	 graph	 embedded			in			a			chatbot			is	
to	 provide	 the			customers			with			a	
personalized		knowledge			service			and			a	

precise	 answer,	 as	 well			as			to			help			the	
chatbot	solve	a	sophisticated	 inference	
problem.	

	
However,	existing	knowledge	graphs		only	
focus		on			specific			domains,			failing			to	
answer	questions	that	are	out	of	range.	A	
practical	dialogue	system	requires	a	 large-	
scale	and	complete	knowledge	graph;	its	
construction,	however,	faces	various	

challenges	such	as	cost	and	efficiency.	 The	
construction	 of	 knowledge	 graphs	 adopts	
several	strategies.	For	example,	we	can		pre-	
set	entities	and	their	relations,		and		transfer	
the	task	to	humans	when	encountering	a	
failure.	Meanwhile,	we	can	apply	the	
reinforcement	 learning	 method,	 where	

	
human	agents		label		the		dialogue		based		on	
real	data	and	gradually	construct		the	
knowledge		graph.			Yoo			and			Jeong			proposed	

a			BERT-based			for			relation			extraction	
method			to			auto-generate		growing			graph	
[9].	Figure	2	shows	an	industrial	use	case	of	
knowledge	graph	construction	on	the	
customer		service			chatbot,			Moli,			which	
adopts	a	knowledge	graph	construction	
method	 that	 combines	 both	 pre-set	 entities	

and	 learning	 from	 real	 cases.	

	
Enriching	 Social	 Skills	 by	
Emotional	Design	

	
Similar	to	human-human	 communication,	
emotional	elements	--	such	as	tone	and	
expression	--	will		affect		user		experience	
during		interaction.		Therefore,		chatbots	
should	be		enriched		with		social	

characteristics	 that	 are	 coherent	 with	 users’	
expectations.	Research	has	shown	that	
customers'	emotions		have		significant	
influence		on		their			satisfaction		with			a	
service		chatbot[10].	 Unlike		customer	
services	delivered	by	human	agents	where	
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positive	emotions	dominate,	typical	
emotions	 expressed	 in	 the	 context	 of	 a	

service	chatbot	include	anger	and	
frustration,	along	with	gratitude	and	
cheerfulness[11].	

	
In	terms	of	emotional	strategies	in	human-	
machine	 interaction,			considerable			amount	
of	 work			has			explored			chatbots			using	
empathy,			politeness,			apology,			humor,				etc.,	
to			build			up			the			relationship			with	
customers.	 For	 example,	 Hu			et			al.			[12]	

trained	a	tone-aware		chatbot		based		on	
customer			care			conversation		from			Twitter	
and			found			that			empathetic			tone	
significantly	reduces	users'	frustration	and	
sadness.		Some		other		studies		such		as	
Ashktorab	 et	 al.,	 [13]			have			demonstrated	
that			emotional			strategies			without	
considering	the	conversation	context	have	

limited			effects,			especially			when			the	
customer's	 problem	 remained	 unsolved.	

	
Appropriateness	within		the		context		should	
be	one	of	the	major	criteria	for	an	effective	
emotional			strategy.				The				emotional	
strategies	should	consider	the	contextual	
features		(e.g.,			when			to			express			emotions	
and	to	whom)	to		provide		problem		solutions	
as	well		as		emotional		support.		Lenovo	

Research	designed	fine-grained	emotional	
strategies,	i.e.,	responses	to		customer	
emotions		based			on			major			contextual	
features,			derived			from			real			human-	
machine		conversations[14].	In		the		study,	
they		extracted			three			contextual			features	
from		a		conversation	 flow:		‘when’		(e.g.,		at	

the	beginning	of	the	conversation)	does	a	
customer		express		‘what’		kind		of		emotion	
(e.g.,	anger)	to	‘whom’	(e.g.,	product)?	For	
example,	 if	a	customer	complains	about	his	
new	smartphone	at	the	beginning,	an	
appropriate	 strategy		could		be		comforting	
the	customer	and	guiding	him	to	state	his	

problem		in		detail.		In		addition,		they	
proposed		that		‘where’		(e.g.,		through	

webpage	or	social	media)	the	customer	
expresses	his	emotion	could	be	another	
contextual		feature		affecting			the			responses	
to	emotional	strategies.	Empirical	studies	
demonstrated	fine-grained	emotional	
strategies	could	enhance	overall	customer	
satisfaction.	

	
To	conclude,	although	there	once	existed	
debate	about	whether	emotional	design	 is	
needed	since		solving		problems		is		the	
priority	of	customer-service	chatbots,	
researchers	have	demonstrated	 that	

emotional	strategies	could	smooth	the	

task-oriented	 process	 and	 ease	 the	 barriers	
of	 human-machine	 communications.	

	
Enabling		Complicated	
Problem	 Solving	 by	Involving	
Human	 in	 the	Loop	

	
Due	to	the	complexity	of	human-machine	
conversations,	chatbots	based	on	manual	
corpus	can	solve	limited	requests,	and	
machine-generated	responses	may	contain	
useless	 solutions.	Therefore,		 it		 is		 necessary	
to	involve	human	agents		in		real-world	
chatbots.	Researches	demonstrated	that	
simply	knowing	there	are		human		agents		in	

the	loop	will	enhance	customer	satisfaction	
towards	 the	AI-generated	 results	 [15].	

	
Next,	we	discuss	how	human	agents	and	

chatbots	can	cooperate	to	deal	with	user	
requests.	A	conventional	practice	is	to	let	
chatbots	play		the		role		as		a		junior		worker,	
and		if		the		interaction	fails,		the	
conversation	will	be	escalated		to		higher-	
level	human	agents	[16].	Reinforcement	
learning	methods	are		also		applied		to	

construct	 chatbots,	 where	 human	 feedback	
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would	be	used	to	update	and	optimize	the	
chatbot-generated-suggestions	[17].	Along	

with	the	development	of		crowdsourcing,	
new	human-bot	task	allocation	methods	
emerge,	in	which	the	whole	conversation	is	
decomposed	into	conversation		turns,		with	
the	hard	ones	allocated	to	and	answered	by	
human	workers	 [18].	

	
There	are	many	ways	to	deal	with	the	
relationship	between	human	workers	and	
chatbots.		Figure		3		illustrates		three	

examples	of	human-chatbot	 collaboration.	
When	it	comes	to	dealing	with	complex	real-
world		conversations,	 chatbots		still	have	a	
long	way		to		learn		from		human	experts.	

	
	
	
	

Figure	3.	The	crowd-sourcing	
framework	of	CI-Bot	[18].	

How	Will	 I	 Help	 You:	 Future	
Directions	in	Customer-	
Service	Chatbot	Design	

With	the	rapid	development	 of	science	and	
technology,	we	believe		service		chatbots	
would		evolve		to		accustom		to		humans’	
diverse			needs.			There			are			three			directions	
in	which	service		chatbots		would		likely	

develop.	

	
1) Multi-platform	application	 for	multi-	
scenarios	
With	the	popularity		of		social		media	
marketing,	more	and	more	brands		are	
choosing	to	deploy	chatbots	on	multiple	
platforms.	For	example,	the	same	backend	
service		may		connect		to		different		clients,	
such	as	product	official	website,	WeChat,	

WhatsApp,	and	Messenger.	New	challenges	
have	appeared,	e.g.	maintaining	design	
consistency	with	respect	to	customer	
behavior.	

	
2) Multi-modal	 integration	 for	 vivid	
expression	
The	development	of		artificial		intelligence	
and	human-computer	interaction	provides	

users			with			multi-modal		elements			to	
interact	with	chatbots,	such	as	text,	voice,	
picture,		and			video.			Current			human-	
computer		interactions		are			limited			to	
passive	reactions	to	user		requests.		For	
example,	when		a		user		cannot		elaborate		on	
his	problem,	he	or	she	can	choose	to	use	
relevant	pictures	instead.	With	the	

development	in	conversation	concurrent	
quantity,		it		might		be			the			turn			of			the	
chatbot	to	decide	when	and	how	to	provide	
customer	 service.	
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3) Multi-chatbot	combination	for	effective	
interaction	

Most	customer	service	chatbots	are	experts	
that	are	good	at	solving	specific	tasks	(e.g.	
booking	flights	or	providing	technical	
suggestions	on	PC		repair),		but		they		are	
hardly		“know-it-alls”.	 A		single		chatbot	
hardly	satisfies	users’	multi-domain	 needs.	
Therefore,			there			is			an			emerging			demand	
for	integrating	multiple	chatbot		agents		to	

meet	users’	diverse	requests.	Research	
questions,	 including	how	the	multi-chatbot	
efficiently	 leverages	 the		 domain		 knowledge	
of		each		chatbot,		and		how		users		perceive	
them	 as	 one,	 might	 be	 crucial	 for	
providing			automated			customer			services.	

	
There			are			many			other			examples			of	
research	in	the	optimization	of	human-	
machine	communication.	Thanks	to	cost	
reduction		and		increase		in		concurrent	

quantity,	chatbots	are	being	widely	used	in	
solving	 simple	 questions.	 However,	 there	 is	
still	a		conflict		between		chatbot		utilization	
and	user	satisfaction.	We	look	forward	to	
seeing	future	customer	service	chatbots	
meeting		customer		requirements		and	
bringing	 users	 a	 better	 service	 experience.	
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